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Predictive control of wind farms based on lexicographic minimizers for
power reserve maximization

Sara Siniscalchi-Minna, Fernando D. Bianchi, and Carlos Ocampo-Martinez, Senior Member, IEEE

Abstract— This paper presents a model predictive control
(MPC) strategy aimed to regulate the total power delivered to
the grid while maximizing the power reserve. Nowadays, the
high participation of wind energy in the electricity generation
requires that wind power plants (WPPs) also provide ancillary
services. This fact implies that WPPs must be capable of
temporally increasing the power generation to help, for in-
stance, the primary-frequency control. To this end, WPPs work
below the maximum generation capacity keeping some power
reserves (difference between available and generated powers).
The available power depends on the wind conditions that each
turbine is facing but these conditions are also affected by the
wakes produced by upstream turbines. In order to satisfy the
aforementioned objectives, this work proposes to cast the MPC
strategy as a multi-objective optimization problem solved using
a lexicographic approach in order to consider the hierarchy of
the control objectives. The performance of the control scheme
is evaluated by simulations for the case of a WPP with three
turbines taking into account the variation of wind speed faced
by downstream turbines due to the wake effect.

I. INTRODUCTION

In the last decades the electrical power systems have
experienced significant changes due to the increase in the
installations of renewable energy sources (RES). Nowadays,
the wind power capacity installed worldwide up to 2016 was
487 GW with an electrical production become relevant in a
scenario previously dominated by conventional power plants
[1]. A downside of this high penetration of wind power (and
other RES) in electrical networks is the reduction of the sys-
tem inertia, making power systems more prone to frequency
fluctuations and unstable behaviors [2]. As a consequence,
some Transmission System Operators (TSO) are requiring
wind power plants to contribute to the system stabilization
as other conventional power plants [3]. However the power
that a wind farm can deliver to the grid depends on the wind
conditions that each turbine is facing. The wind conditions
faced by a turbine are affected by the wakes produced by
upstream turbines. Therefore, the power generated by each
turbine depends not only on the meteorological conditions
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but also on the generation conditions of the upstream turbines
[4].

Frequency fluctuations in an electrical grid are basically
caused by temporal imbalances between consumed and gen-
erated powers. With the aim of participating in frequency
control, wind farms must be able to deliver certain additional
power in order to help in the power balance. Two main
approaches have been proposed for this purpose: either to
release the kinetic energy stored in the wind rotors or to
operate wind turbines in de-loading mode. The first approach
is mainly used to provide inertial frequency control, i.e.,
the first response aimed to stop the initial frequency drop.
Kinetic energy is stored in the rotating masses of the turbines
and released into the grid in case of a frequency event. Dif-
ferent strategies to inject kinetic energy have been proposed
[5]-[7]. For instance, in [6] a scheduling of the generated
power by each turbine is used as the set point for the speed
controller in order to reduce the losses of kinetic energy
during the normal operation mode. In [7], the stored kinetic
energy is maximized by reducing the power generated by
some wind turbines without reducing the total power. De-
loading approaches aim mainly to contribute in the primary
frequency control, which seeks to limit the fall and stabilize
the frequency toward steady-state operating value. When the
wind conditions and the power demanded by the TSO permit,
wind farms work below their maximum power production
capacity [8]. In this circumstance, the difference between
the available and the generated powers results in a power
reserve. This reserve capacity can be used to increase the
generation in order to help in the primary frequency control
when needed. In [9], several de-loading operations have been
studied in order to provide active power control when the
wake produced by the turbines is considered. The authors in
[10] proposed methods to evaluate the impact of wakes on
the power reserve.

In this paper, we propose a de-loading control strategy
based on model predictive control (MPC). MPC has been
successfully applied in wind farm control to address dif-
ferent objectives, such as minimizing the mechanical loads
[11], [12], or coordinating energy storage system and wind
farms [13]. In particular, MPC has been used to control the
temporally power contributions of a particular wind turbine
to help in the frequency control [14]. In the present paper,
we propose an MPC strategy to regulate the total power
delivered from a wind farm at a set-point given the TSO
whereas the power reserve available for frequency support
is maximized. The proposed wind farm control uses the
information about the generated and available power in each



turbine and solves a multi-objective optimization problem
in order to coordinate the best power contribution for each
wind turbine. The multi-objective optimization problem is
solved using the lexicographic formulation introduced in
[15]. In such way, the power reference tracking and the
power reserve maximization are the objectives of a hier-
archical optimization problem where the solution resulting
considering only the first objective is used as constraint for an
optimization problem considering only the second objective.
As a preliminary result and to show the efectiveness of the
approach, the proposed control strategy was evaluated in the
case of a small wind farm with three-turbines in the same
row, facing a uniform free-stream wind speed perpendicular
to the rotor plane. The wake effect is estimated with the
commonly used Jensen’s models [16].

The remainder of this paper is organized as follows. The
wind farm and wake modelling are presented in Section II.
Section III describes the control problem and the proposed
MPC strategy based on the lexicographic formulation. Sec-
tion IV presents the results for a wind farm with three wind
turbines and, finally, conclusions are drawn in Section V.

II. WIND FARM MODELLING

We consider the problem of regulating the total power
delivered at the Point of Common Coupling (PCC) by a wind
farm of n; turbines. The aerodynamic power generated by the
i-th turbine is given by

Poi = (P7/DRC)(%0. )7 M

where p is the air density, R is the rotor radius, and v; the
wind speed experienced by the turbine. The power coefficient
C, depends on the pitch angle f8; and the tip speed ratio
Ai = Q;R/v;, with Q; being the rotor speed.

The operation of a wind turbine can be divided into two
regions as shown in Figure 1 (dashed line). In Region 1 (low
wind speeds), wind turbines seek to maximize the energy
capture, providing a power

Poaxi(vi) = (PT/2)R*Cppmax Vi -

In Region 2 (high wind speeds), the power is limited by the
rated value P,4.q. That is, the available power for a wind

speed v; is
Pav,i _ {Pmaxj(vi)

P, rated

if vi <Vrgred,

if vi > Vygred-

This available power is the maximum power that the i-th
wind turbine can deliver when it is exposed to a wind speed
Vi.

In the current context of high wind power participation
in the electricity generation, wind turbines usually work in
de-loading operation, injecting less power into the grid than
the available power F,,;. In this circumstance, wind turbines
work on the solid line in Figure 1, with P,; being a set-point
imposed by the farm controller. This fact allows keeping a
certain power reserve

Pres,i(Vi) = Pav,i(vi) - Pg,i>

Power

.- Region 1

Region 2
Voo

v v v
cut-in rated cut-out

Fig. 1. Power-wind speed characteristics for each wind turbines. The
dashed line corresponds to available power P,, and the solid line to the
generated power actually delivered to the grid. The shaded area indicates
the power reserve P that can be used for frequency support.

which can be used for the provision of primary frequency
support.

For the present analysis, it can be assumed that every
wind turbine includes an internal power control strategy that
ensures the power curve in Figure 1. In this circumstance, the
dynamic behaviour from the power set-point to the generated
power can be modelled as a first order system delivering a
power

Pg,i = min{Pg,i;Pav.i}a

where
Pg,i - (Pr,i - Pg_i)/f, (2)

being 7 the time constant of the dynamic behaviour rep-
resented by means of a first-order model and P;; the set-
point sent by the wind farm controller. In order to check the
validity of this approximation, the simulations in Section IV
have been performed with a more detailed model, including
the nonlinear aerodynamic relationships.

The interaction between the wind rotor and the incoming
free-stream wind speed v, perturbs the outflow field causing
a phenomenon called wake effect. The disturbances affect
the wind speed faced by the downstream turbines according
to the farm layout and the direction of the wind speed.
Modelling the wake effect is a complex task, but reasonable
estimations can be obtained with relatively simple models
such as the Jensen’s model [16]. Figure 2 illustrates the
wake effect for wind turbines in a row facing a uniform
wind speed v., perpendicular to the rotor plane. Assuming
a linear expansion of the wake having circular cross section
2R,,; that increases proportionally to the distance between
turbines, the downstream wind speed v; is computed as

Vi=Veo | 1 =2 Z

JENx;<x;

(1=vT=Cr)ei) |, 3

where N = {1,...,n,}, Crj(A,B) is the thrust coefficient,
cji=(2R/(2R+20a(yi—y;)))?, y; and y; are the positions of
the upstream and downstream turbines, respectively, and o
the roughness coefficient that defines the slope of the wake
when passing through a turbine.

Delivering a power profile Py, at the PCC demanded by



Fig. 2. Tllustration of the wake effect for a set of wind turbines in a row.

the TSO can be achieved with different contributions from
each wind turbine. This degree of freedom might be used
to maximize the power reserve and thus increasing the wind
farm capability for providing frequency support. However,
as the available power P,,; depends on the speed v; faced
by the wind rotor, according to (3), the total available power
in the wind farm, and also the total power reserve, will be
affected by the contribution of each turbine. In Section III,
we propose an MPC strategy to track a power profile at PCC
while maximizing the power reserve.

III. WIND FARM CONTROL FOR POWER RESERVE
MAXIMIZATION

A. Control Problem Statement

As mentioned in Section II, the control objectives consid-
ered in this paper are the following:

O1: Ensure the tracking of a power demand profile Py,,,.
02: Maximize the total power reserve defined as

1t
Pres = Z Pres,i~
=1

The former objective is basically a reference-tracking prob-
lem. The latter implies to coordinate the power contribution
from each turbine taking into account the interaction caused
by the wake effects in order to maximize the total power re-
serve. To satisfy these objectives, a centralized MPC strategy
is proposed, which uses the P, ; and F,,; sent by each turbine
and the total power demand P, to produce the set-points
P.; for each turbine.

In order to ensure null steady-state error, the state-space
model of the system is augmented with an integral action

such as
Z Py

Then, the system to be controlled is governed by
X(t) :Ax(t)+B1Pr(t)+B2Pdem(t)v “4)

where x = [Pg, &]T € R™ is the state vector (with n, =n, +1),
P, =[Py1,....P )" is the vector of generated powers, P, =
[P, 1,...,P,,nu]T denotes the vector of manipulated variables,

5( PdEM(t

and
A B]Z[l/f,...,
B, =10,...

1/1,0}T

A:
,0,1]"

&)
-1, 0

X

are the system matrices dependent from the time constant
7 in the simplified wind turbine model (2). In (5), I is the
identity matrix and 1 is a column vector of unitary entries,
both of suitable dimensions.

In order to implement the MPC strategy, system (4) is
discretized for a sampling time 7, resulting in the following
state-space difference equations:

X(k+1) = Agx(k) + By, Py(k) + Bg, Pyem (k), (6)

with k € Z>( the discrete-time instant and A4, By and
B, the discrete-time versions of matrices in (4). System
states and manipulated variables are constrained because of
physical and/or desired operational limits. These constraints
are defined in a polytopic fashion as

X ={xeR"™|x(k) € [x,X],V k},
U= {P, € R™|P,(k) € [P,,P,],V k},

(7)
(7b)

where x € R™ and X € R™ denote the vectors of minimum
and maximum admissible values of system states, respec-
tively, while P, € R"™ and P, € R™ denote the vectors of
minimum and maximum admissible values of manipulated
variables, respectively.

In order to design the MPC strategy for the considered
system, let @i(k) be a sequence of feasible control inputs (ma-
nipulated variables) within a pre-establish prediction horizon
denoted by H, € Z~. Similarly, let X(k) be the sequence
of feasible system states when applying the control input
sequence (k) to the system in (6). Finally, let d(k) be the
available forecasting of the power demands (disturbances).
Hence,

a(k) £ {P,(k|k),...,Pr(k+H,—1]k)}, (8a)
R(k) = {x(k+ l\k) X(k+Hplk)}, (8b)
d(k) £ {Piem(klk), ... ,Pden,(k+Hp —1k)}. (8¢

Thus, the MPC controller is designed by stating the fol-
lowing open-loop finite-horizon multi-objective optimization
problem:

3 Hp—1
. A .
ﬁ(slg U J(k) mgl l:ZO Jm(k+l)7 (9a)
S.t.
x(k+ jlk)
x(k+j+1k) = [As By Bg] | Pr(k+jlk) |, (9b)
Paem(k+ jlk)
u(k+ jlk) €U, (9¢)
x(k+ jlk) € X, (9d)
for j € [0,H,—1] in (9b) and (9c) whilst for j € [1,H,,)

in (9d). Assuming that the optimization problem in (9) is



feasible, its solution yields the optimal sequence
0% (k) = {P;(klk),...,Pr(k+H,—1]k)}.

Therefore, following the receding horizon control philoso-
phy, the controller applies to the system (6) the first control
input from @*(k), which corresponds with P} (k|k). Then, a
new state vector is measured from (6) and the procedure is
repeated for k+ 1.

Notice that the multi-objective cost function in (9a) is
defined according to the stated objectives O1 and O2 as
follows. Objective O1 is formulated as the minimization of
the linear cost function

Ji(k) = [[0x(K)]l1,

being O a weighting matrix prioritizing the corresponding
system state such as the minimization of the tracking error
is achieved. Due to the cost convenience of wind power
generation, this minimization has the highest priority in order
to supply the TSO power demand in the best possible way.

On the other hand, it is also required the wind farm
to contribute with ancillary services like primary frequency
support. This feature can be achieved by releasing the power
reserve into the grid when the available power is higher than
the demand. Hence, maximizing the cost function

J3(k) = |[Pay — Pl l1,

(10)

(an

the control strategy may ensure the capability of the system
for increasing the power generation when needed.
As a complementary action, the cost function

J2(k) £ ||[RAP(K)||1, (12)

with AP, (k) £ P,(k) —P,(k—1) and R a weighting term of
suitable dimensions, aims at smoothing the variation of the
manipulated inputs and then avoiding undesired peaks in the
output power signal.

B. Proposed Approach

Given the structure of the problem in (9) and the nature
of cost functions in (10), (11) and (12), this paper proposes
to solve the multi-objective optimization problem by using
the sequential solution method of lexicographic minimizers
[15], [17]. Here, the lexicographic minimization is applied to
both define and ensure the hierarchy of the control objectives.
Thereby, the lexicographic solution is a special type of
Pareto-optimal solution that takes into account the order
of the objectives. Consider a multi-objective optimization
problem

min [f1(q), -, f+(q)], (13)
q€Q
being ¢ € Q C R” the vector of the optimization variables
and f;, [ =1,...,r, scalar functions of g. Hence, the way

of solving (13) follows the procedure shown in Algorithm
1. Notice that functions f are arranged according to their
priority from the most important f; up to the least important
I

Hence, regarding the combined problem of power refer-
ence tracking plus power reserve maximization addressed in

Algorithm 1 Lexicographic multi-objective optimization
I:  ff =mingeq fi(q)
for /=2tordo
fi=min{fi(q)|f;j(@) < f}, j=1,....1-1}
end for
Determine the lexicographic minimizer set as:
g €{qcQfilq) <f; j=1,....r}

this paper, the solution of (9) is obtained by considering a
first optimization problem taking into account cost functions
(10) and (12), that is, an optimization problem composed
of two linear cost functions properly prioritized such as the
reference tracking was more important than the smoothness
of the control input (by means of Q and R in (10) and (12),
respectively). This optimization problem is therefore stated

as
Hy—1

min Ji(k+1i)+ L (k+10)
ia(k)eU lgé

s.t. (9b),(9c) and (9d),

(14)

from which an optimal sequence @7 (k) = @*(k) is obtained
and used to define an extra constraint for a second opti-
mization problem focused on the maximization of the power
reserve, i.e.,

Hy—1
max J3(k+1i)
ak)eU X
s.t. (9b), (9¢c) and (9d), (15)
Hy—1

Y Ji(k+i)+ D (k+i) <aj(k) +e,
i=0

where € > 0 is a small tolerance in order to avoid numerical
problems and the infeasibility of the optimization problem
in (15). Finally, the resultant optimal sequence @5 (k) from
the solution of (15) corresponds with the definitive sequence
from which the first element @5 (k|k) = P’ (k|k) will be taken
and applied to the system.

IV. CASE STUDY

The proposed control strategy was evaluated in the case
of a wind farm with three turbines in a row (n, = 3). The
turbines correspond to the 5 MW benchmark introduced in
[18]. For the simulations, the wind turbines were described
by a nonlinear two-mass model including also the pitch
actuator and a power control as proposed in [19]. The
turbines were considered aligned with the free-stream wind
speed direction and the distance between turbines was 882 m
(seven rotor diameters).

The MPC strategy was implemented with a sampling time
T; = 0.01 s and a prediction horizon H, = 4, which have
been set to be relatively small since the turbines are required
to regulate power on millisecond scale. The time constant
7 in the simplified model (2) was set at 0.08 s, which
was obtained from the step response of the more detailed
wind turbine model. The parameters in the cost functions
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Fig. 3. System response for scenario 1. Top plot: generated, available and
demanded total power. Middle plot: total power reserve. Bottom plot: wind
speed faced by each turbine.

(10) and (11) were set as Q = diag[0 0 0 26.6] and
R =1077. Simulations have been run using YALMIP [20] and
CPLEX under MATLAB® in a PC with an Intel i7 processor
and 8 Gb RAM.

In order to evaluate how the controller coordinates the
power contribution of each turbine, two scenarios were
considered. The first scenario analyzes changes in the power
demand set-point. The second evaluates the system response
under a change of the free-stream wind speed. In both cases,
the free-stream wind speed was set in order to ensure that
the available power was higher than the one demanded by
the TSO.

A. Scenario 1: Changes in power demand set-point and wind
speed v,

This scenario analyzes the system behavior when the
power set-point Py, increases from 13 to 14 MW (at
t1 = 100 s) and the wind speed v, falls to 10.5 m/s (at
to =360 s). The initial free-stream wind speed was 12 m/s.
The system response with the proposed control strategy is
shown in Figure 3. In the top plot, it can be observed the
power demand set-point Py, (blue line), the total generated
power P, (dashed line) and the total available power P, (red
line). The middle plot shows the total power reserve and the
bottom plot the wind speeds vy, v and v3 faced by each wind
turbine, respectively. The generated and available powers for
each wind turbine is displayed in Figure 4, with solid and
dashed lines, respectively.

As shown in Figure 3, the control is able to achieve a
proper tracking in spite of the disturbances, delivering to
the grid the power demanded by the TSO. This tracking
is achieved by increasing the power contribution of each
turbine (Figure 4), which reduces the total power reserve
and slightly affects the wind speed faced by Turbines 2
and 3 due to the wake effects. The subsequent reduction
of the wind speed v, for t < f, causes a significant decrease

E ....................................................................................
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Fig. 4. System response for scenario 1: generated and available powers
for each turbine.

in the available power in Turbine 2. After f,, Turbine 2 is
forced to work at maximum generation. As a consequence,
the controller re-distributes the power contribution of the
remaining turbines increasing P,; and P, 3. Nevertheless,
the total power demanded at the PCC is still satisfied. In
Figure 4, it can be seen that vz decreases once the wake
disturbance caused by the increase P, finally arrived at
Turbine 3. However, this does not affect P, 3 because the
wind speed v3 is still sufficient to operate at region 2
(Figure 1).

B. Scenario 2: Change in free-stream wind speed and in v

The second scenario considers a change in the free-stream
wind speed ve, = v from 14 to 13 m/s at 13 = 150 s followed
by an additional reduction in v, at t = 360 s. These changes
can be observed in the bottom plot in Figure 5. It can be
also seen in Figure 5 that the control is able to manage this
situation keeping the total power delivered to the grid, but a
significant reduction in the available power, and consequently
in the reserve, occurs after r = 1.

Figure 6 shows the generated and available powers cor-
responding to each turbine. The first change in the free-
stream wind speed does not have a significant effect on
generated and available powers as the wind speeds faced by
each turbines ensure the operation in region 2 (Figure 1). On
the other hand, the subsequent reduction of v, forces Turbine
2 to enter in region 1 and delivered all its available power
(Pg2 = Pyy2). The lower contribution from Turbine 2 must
be compensated with increments in the power supplied for
the remaining turbines. In Figure 6, it can be observed that
once the increase in Py, starts to affect the wind speed vs,
P, 3 also reaches the available power P, 3.

V. CONCLUSIONS

This paper has proposed an MPC strategy for the regula-
tion of the power generated by a wind farm. Currently, WPPs
must contribute to the grid support as other conventional
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power sources. To this end, WPPs must keep some power
reserve that allows them to increase the power generation
and thus help, for instance, the primary frequency control.
Unlike conventional power sources, to keep a certain power
reserve in a WPP requires the coordination of many small
generators (turbines) that are exposed to different conditions
(wind and generated power) coupled each others due to the
wake effects. Here, we have proposed a multi-objective MPC
scheme aimed to regulate the total power generated and
coordinate the contribution of each turbine to maximize the
power reserve. The control seeks to exploit the degree-of-
freedom in the distribution of the power contribution of each
turbine to obtain the total demanded power and maximize
the total power reserve. This strategy has been evaluated in
a simple array of three wind turbines showing promising
results. As future work, motivated by the fact that usually
within a wind farm there are tens of turbines, it is proposed

to test the MPC strategy for more complex wind farm layout.
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